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Introduction 

This purpose of this talk is to describe results of scientific applications obtained by researchers on NASA Langley’s reconfigurable hypercomputers (Star Bridge Systems HC-38 & 2 HAL15s). These applications range from linear algebra and matrix equation solution, to integration (Runge-Kutta for fluid dynamics and Newmark-beta for finite element structural analysis). The talk will describe techniques used by NASA to bridge the gap (knowledge, acceptance) from traditional 1D text-based coding (FORTRAN, C, VHDL on CPUs) to revolutionary “disruptive” technology with 3D graphical icon coding (VIVA on FPGAs) which were key to algorithm development success. Results obtained (using VIVA) in both a NASA Langley research environment and in a graduate course in Parallel Processing (taught by the author) will be described.  This talk extends on and addresses how limitations NASA found (Ref. 1) in Star Bridge System’s initial HAL-15 hypercomputer have been overcome enabling the solution of significantly larger scientific and engineering applications involving floating point calculations at a high performance rate.

Related Work 

Most FPGA applications (e. g. Imaging) do not involve floating-point calculations. Those few that do are not focused on supercomputing applications. NASA, the first in the U.S. to take delivery of the original HAL15 hypercomputer, was instrumental in NSA, USAF and others obtaining hypercomputers for supercomputer applications. Weekly netmeetings with NASA, NSA, USAF, Star Bridge Systems and others share knowledge and techniques to speed algorithm development at each site. Some background details and motivation for using FPGAs instead of conventional CPUs are found in Refs. 1-3.
NASA Langley Hypercomputer

The latest NASA Langley Hypercomputer (Star Bridge HC-38m) contains 7 Xilinx FPGAs of two types: 5 Virtex II 6000 chips (6 million gates each) and 2 Virtex II 4000 chips  (4 million gates). The Virtex II 6000 has the following characteristics (parenthesis shows gains over previous NASA HAL-15):
	Gates
	6 million (97x)

	Logic Cells
	67584 (15x)

	Memory (on chip)
	2.6 Mb  (175x)

	18x18 on-chip Multiplies
	144

	Comp Logic Blocks-CLB = 4 slices
	8,448  (4x)

	Clock Speed MHz
	300 (3x)

	Memory Speed
	5 Tb/s (11x)

	Reconfigure Time
	40ms (2.5x)


 Table 1. Specifications of Xilinx  XC2V6000 FPGA used in Star Bridge HC-38m

Figure 1 shows how the FPGAs (10 shown here), each with 2-8GB memory, connect via 225 Gb/sec inter chip communications rate on a dual board seated in a standard PC slot.  
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   Fig 1. FPGA board installed in PC slot
Access to 200 plus external I/O pins  is available over 20 64-bit parallel memory channels. The talk will describe the orders of magnitude advances in speed and capability NASA algorithms achieve with HC-38m compared to the HAL-15.
Application Algorithms

NASA Langley researchers are the first to develop the following key algorithms (described in the talk) that exploit FPGA-based hypercomputers, and make them an attractive alternative to clusters of CPUs.  These algorithms include: matrix/vector and linear algebra operations including matrix equation solvers for [A]{x} = {b} (Gauss & Jacobi), greatest common divisor, factorial, transcendental functions via Cordic algorithm (trig, log..), differentiation and integration (Runge-Kutta for fluid dynamics & Newmark-Beta for structural mechanics), structural dynamics: [M]x” + [C]x’ + [K]x = f(t) where [M], [C] and [K] are mass, damping and stiffness matrices, f(t) is the force vector, x is the displacement and ‘ denotes the time derivative. A simplified method to solve nonlinear applications via analog computing methods with digital accuracy will also be described. The paper concludes that FPGA-based hypercomputers offer attractive alternatives to CPU-based supercomputers and clusters for future scientific and engineering applications.
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